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Abstract
Exponentially-declining launch costs have led to an ex-

plosion of inexpensive satellites launched to space, often

equipped with off-the-shelf chips. These chips, however, lack

hardware radiation protection, leaving them vulnerable to

space radiation. We thus design Radshield, a software sys-

tem protecting against the two most ubiquitous and costly

radiation fault scenarios: (a) radiation-induced short-circuits

that lead to permanent hardware failure; and (b) radiation-

induced transient charges that result in single-bit silent data

corruption (SDC). Radshield counters these failure scenarios

with two components. First, it uses a short-circuit detector

that can detect tiny increases in the device’s current draw

by estimating the normal current draw when resource uti-

lization is low. Second, it duplicates the execution of space-

craft workloads in a CPU and memory-efficient manner, and

catches SDCs even when they affect the CPU’s pipeline or

cache. In our experiments, we show Radshield is very ef-

fective at preventing both errors, and is 1.4−35.5× more

power-efficient than the state-of-the-art protection mecha-

nisms in detecting SDC. Radshield is deployed on missions

in low-earth orbit and in deep space.

“The 9000 series is the most reliable computer ever made.
No 9000 computer has ever made a mistake or distorted
information. We are all, by any practical definition of the
words, foolproof and incapable of error.”

HAL, 2001: A Space Odyssey

CCS Concepts: • Computer systems organization→ De-
pendable and fault-tolerant systems and networks; •
Hardware→ Transient errors and upsets; • Applied com-
puting → Avionics.

Keywords: satellite computing, fault tolerance, radiation

hardening

1 Introduction
The last decade has seen an explosion in commercial and

public interest in space exploration, driven by exponentially-

decreasing launch costs, depicted in Figure 1. The cost of
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Figure 1. Cost of launching 1kg to LEO on popular launch

vehicles, compared to active LEO satellite count over time.

launching a kilogram to low-earth orbit (LEO) in 1981 was

$88K
1
on the Space Shuttle has since dropped to just $1.4K on

SpaceX’s Falcon Heavy today [1]. Private and government or-

ganizations are launching spacecraft at a rapidly-increasing

rate [2], aiming to create large satellite constellations that

support a wide variety of use cases from Internet connec-

tivity [3–5], Earth imaging [6, 7], blockchain processing [8,

9], to wireless power delivery [10]. Taking advantage of de-

creased launch costs, LEO satellite constellations like Starlink

have proven capable of providing significant performance

and latency improvements over large, expensive satellites

in higher orbits [11], attracting significant interest in the

systems and architecture research communities [11–17].

Minimizing the unit cost of the thousands of satellites in

each constellation is a key concern for operators [18]. To

operate under the harsh space environment, missions tradi-

tionally use costly specialized hardware that can withstand

ionizing radiation. Due to their specialized nature and their

redundant hardware mechanisms, these chips are decades

behind commodity ones in terms of their computational ca-

pabilities. For example, state-of-the-art radiation-hardened

chips currently under development “boast” performance on

the order of GFLOPS [19], while even low-power mobile

chips today are capable of TFLOPS of compute [20].

Moreover, due to bandwidth limitations at ground sta-

tions [3, 4, 6–9, 21], there is increased demand to run sophis-

ticated computations locally onboard the spacecraft [22, 23].

1
Normalized to 2023 dollars.
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However, the computational requirements of such tasks can-

not be met with existing radiation-hardened hardware [24].

Thus, many missions have started to deploy commodity

devices without any radiation protection [25–27]. For ex-

ample, many low-cost CubeSats use Linux on off-the-shelf

boards like the Raspberry Pi for flight control [26]. Even

SpaceX and NASA are adopting off-the-shelf hardware for

their aircraft, with the SpaceX Falcon 9 rocket running Linux

on x86 CPUs [26] and the Ingenuity Mars Helicopter run-

ning Linux on a Snapdragon CPU [27]. These devices are

not radiation-hardened, and are thus vulnerable to radiation-

induced errors such as silent data corruption (SDC) and hard-

ware overheating that we examine in §2.

To this end, we introduce Radshield, a system that uses

software mechanisms to protect commodity hardware com-

ponents from radiation effects while minimizing the per-

formance penalty. The work on Radshield presents a col-

laborative effort between two spacecraft operators and aca-

demic researchers. Radshield protects against the two most

common and costly error scenarios: single-event latchups
(SELs), radiation-induced localized short-circuits in the de-

vice, which cause the device to overheat over time, eventually

leading to its malfunctioning; and single-event upsets (SEUs),
single-bit errors that can cause SDCs or crashes.

Previous work in mitigating these errors approach the

software and computer system they are protecting as a black

box. For example, SEL detection relies solely on the current

draw to try and detect when the current draw reaches beyond

a threshold [28–30]. By treating the system as a black box,

these approaches experience very high false negative or false

positive rates, since they are oblivious to natural variation

in current draw, for example due to high CPU consumption

in an application that increases the power draw.

The current approach to addressing SEUs is simply run-

ning the entire computation 𝑅 times sequentially. Diverging

results between runs indicates a potential SEU. However,

this is computationally wasteful and multiplies the device’s

energy consumption and heat generation. Doing so also

stresses the limited thermal and power envelopes of these

satellites, affecting their productivity and uptime.

Instead, we show that with a white-box approach rely-

ing on software-visible metrics into system performance,

Radshield can provide much more efficient error mitigation.

Radshield consists of two primary components. Idle Latchup
Detector (ILD) is a high-fidelity detector for SEL events. It re-

lies on the simple yet powerful observation: since SEL events

often trigger very small changes in the system’s current draw,

the only reliable time to observe the current draw change

is when the system is idle. Therefore, ILD uses OS-visible

performance counters to automatically determine when the

system is naturally idle, and when it is, it uses performance

counters to detect whether an SEL has occurred with mini-

mal overhead, using a lightweight ML model.

Radshield’s Efficient Modular Redundancy (EMR) compo-

nent efficiently protects against SEU events. EMR is inspired

by existing approaches which run the same computation

several times [31]. Unlike existing approaches, it does so in

parallel rather sequentially, relying on the idea that opera-

tors are adopting multi-core commodity CPUs. However, one

cannot naively run the computation in parallel, as redundant

computations may access the same memory location in a

shared cache. If radiation corrupts the shared cache, it would

affect all redundant runs and go undetected. To solve this

problem, EMR carefully and automatically parallelizes the

application to avoid the scenario where parallel tasks store

data in shared caches at the same time.

In over 960 hours of testing using real-world workloads

on a ground-based testbed, ILD was able to catch all induced

SELs, and has a false positive rate of only 0.02%, with a

runtime overhead of only 2% (§4.1). Similarly, EMR achieves

the same reliability as state-of-the-art mitigations with an

average of 63% less runtime overhead and 60% less energy

consumption. Radshield’s SEL mitigation is actively being

tested on LEO SmallSats, and the SEU mitigation is deployed

onboard a spacecraft on the surface of Mars (§5). We will

open source Radshield’s code and experiments.

2 Background and Related Work
Since the first discovery of the Van Allen belts in 1958 [32],

radiation errors were known to be a factor in spacecraft sys-

tem failures [33]. These errors are caused by high-energy

ionizing particles hitting computer chips, depositing an elec-

trical charge onto the chip where it is hit and displacing the

silicon lattice. This deposited electrical charge may then be

interpreted as a digital 1 signal where the particle strikes,

while the lattice displacement can cause changes in the ar-

rangement of the circuit within the chip.

Due to the potentially mission-ending consequences of

a radiation error striking at the wrong time, the effects of

radiation at various wavelengths and intensities on electron-

ics have been extensively studied in the space exploration

community [34]. From our own and others’ operational ex-

perience, two types of radiation errors are of primary con-

cern to spacecraft operators [30, 35, 36]. First, single-event

latchups (SELs) cause hardware overheating and permanent

chip damage. Second, single-event upsets (SEUs) manifest as

bit flips or spurious signals that can cause SDC. This section

describes these errors, the state-of-the-art mitigations, and

our operators’ experiences with them.

Incidence of radiation errors disruptive to spacecraft
operations The presence of radiation errors have significant

implications on the design and operation of spacecraft mis-

sions [33]. Radiation-induced latchups have been observed

bymultiple spacecraft missions over the past several decades,

causing irreversible harm to hardware on spacecraft [37–

39]. In fact, multiple commodity computers onboard one of
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Figure 2. Current draw of a spacecraft navigation workload

running on a Raspberry Pi Zero 2 W, before and after a

SEL. Blue points represent nominal current draw, while red

points occur under SEL. The black line represents an example

threshold at 4A, past which the device will power cycle.

our SmallSats have been damaged by an SEL, rendering the

entire satellite useless, incurring a significant financial loss.

SEUs have also been shown to be disruptive to spacecraft

operations. Multiple flight software errors causing data loss

on a Mars rover have been traced to such upsets and has

put a pause on multiple days of rover operations [36]. While

SEUs leading to software crashes are a nuisance, they can

typically be easily dealt with by simply rebooting the device.

More alarmingly, SEUs can silently corrupt onboard data,

leading to malfunctions or faulty data. Indeed, commod-

ity hardware onboard the Ingenuity Mars helicopter experi-

enced eight SEU-induced SDCs [36]. In our testing, a single

SEU can also drop a MLmodel’s inference accuracy from 85%

to 10% [40]. Even worse, SEUs during AES encryption can

leak the encryption key to attackers [41], a major security

risk. We now provide more details about both types of errors.

2.1 Single-Event Latchups
The residual charge left by radiation particles can change

transistor structures and cause a localized short-circuit known

as SELs [42]. SELs generate a large concentration of energy

on a few gates [43], causing excess heat that cannot be dissi-

pated in the vacuum of space. This causes a sharp increase

in the temperature around these gates, which will damage

the chip if left unchecked [38]. Fortunately, this error can be

instantly fixed by simply power cycling the affected IC. Note

that power cycles are not equivalent to a reboot, as reboots

may not completely clear out the SEL’s residual charge.

Classically, SELs present as large, 1A order-of-magnitude

increases in current [44]. However, the shrinking process

nodes used for newer computers have introduced the pos-

sibility of micro-SELs, which are SELs that might increase

much smaller increases current draw. For example, one pre-

vious work showed the possibility of SELs causing just a

0.07A jump in current draw on a 7nm process node [45].

Current approaches State-of-the-art approaches to de-

tecting these small SELs treat the hardware as a black box,

and simply use time-series analysis on current draw to de-

tect latchups [30, 46, 47]. However, a 0.07A SEL-induced

additional current draw [45] is negligible compared to cur-

rent variations in modern CPUs due to power scaling. For

example, normal current draw ranges from 1.7–4.5 A on a

commodity ARM SoC, a variance over two orders of magni-

tude higher than an SEL. This is illustrated in Figure 2, where

a CPU under load is shown with and without simulated SEL

conditions. Even under SEL, the threshold of 4A is never

reached, while high compute activity before the SEL crosses

the threshold. Thus, a static current threshold is not sensitive

enough to SELs, incurring either too many false positives or

false negatives.

More sophisticated methods use ML models to detect SEL-

induced current spikes [30], but again treat system resources

(i.e. CPU, memory bandwidth consumption) as a black box.

Thus, these models to have a high misdetection rate when ap-

plied to CPUs (§4.1), as they cannot account for system tasks

(e.g. log rotation, interrupts) that also cause current spikes.

Current state-of-the-art SEL mitigations are thus inadequate

for detecting non-obvious latchups, and has led to (often

fatal) SEL-induced damage onboard many satellites [33].

2.2 Single-Event Upsets
The residual charge left by ionizing radiation can also

cause SEUs, or a change the logical state of a circuit [48].

Most SEUs result in a bit flip in memory or a spurious sig-

nal traveling down a compute pipeline [42]. Previous work

shows that SEUs can cause SDC, crashes, and hangs [49].

We observe that for data at rest, commodity storage used

on spacecraft computers featuring built-in single-error cor-

recting and double-error detecting (SECDED) error-correction

codes (ECC), which provide ample protection from SEUs.

Manymodern spacecraft SoCs also haveDRAMwith SECDED

ECC, minimizing the chance of SDC for data in memory as

well. However, commodity compute pipelines and caches

lack any ECC mechanisms, even for single-bit errors. Thus,

the compute pipeline and CPU cache are the primary source

of application-visible failures in a commodity space com-

puter, and are therefore our focus.

Experimental observations of SEU frequency Simula-

tions using state-of-the-art analysis analysis [50] show that

SEUs are expected to flip 1.6 bits per day day on the Snap-

dragon 801, a commodity SoC used onboard the Persever-

ance Mars rover [27]. During regular operations, a radiation-

hardened RAD750 on the rover records around one SEU each

Mars day (24.7 hours), and at least 4 SEUs caused system

crashes on the Snapdragon 801 in the past 800 Mars days.

Current approaches The state-of-the-art approach to

protect against SEUs treats the computer and program as a

black box, and simply relies on running a program multiple
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times [51]. This is done through triple modular redundancy
(3-MR), which allows for the machines to do a tiebreaker vote

if the results differ [35, 52, 53]. Another approach involves

storing checksums of critical memory values, which are re-

computed every timememory is written to and verified every

time the memory location is read [54–57]. Both approaches

are computationally expensive and draw significant power.

While some work has been done in enabling parallel mul-

ticore 3-MR [31, 58], these approaches focus on control flow

correctness instead of data flow. However, as data flow may

not depend on control flow, these approaches may miss some

SEUs. Furthermore, data with the same memory address may

be fetched from unprotected intermediate caches, meaning

SEUs in cache could affect multiple executions.

An alternative approach relies on application-specific mit-

igations, such as those for deep learning [59, 60], PDE solv-

ing [55], and numerical analysis [61]. While these methods

are far more effective and efficient than 3-MR or checksum-

ming, they require significant developer time and effort to

implement, and protects only a single class of compute. Oper-

ators will also need a more generalized approach to support

the wide array of compute tasks onboard spacecraft.

2.3 Radiation Failures on Earth
Most SEL-inducing radiation particles are either deflected

by Earth’s magnetic field or absorbed by its atmosphere [38],

and are thus are not a concern for datacenters on Earth. SEUs

do occur on Earth [62], albeit much more rarely, at a rate of

2.3 · 10−12 per bit per day at sea level, a 700,000× lower rate

than in space. However, as datacenters employ tens of thou-

sands of servers, they do likely cause small disturbances in

datacenter environments. Indeed, some recent work investi-

gates failures in the cache and execution pipeline of cores of

datacenter servers, which might be traced to SEUs [63–65].

However, the high cost of 3-MR coupled with the rarity of

SEUs on Earth means such techniques are rarely deployed

in datacenters. Byzantine fault tolerance systems are com-

monly used in datacenters to address such failures [66], but

these approaches require replicas and a decentralized system,

and thus do not work in a single-processor environment. Ap-

proximate computing introduces some radiation tolerance

to programs [67], but are not suitable for critical processes

such as flight control on spacecraft.

3 Design and Implementation
We now present the design of Radshield, which takes

advantage of software-visible OS metrics to efficiently and

accurately detect and mitigate radiation errors (Figure 3).

Radshield is divided into two components, each targeting

one type of radiation error, which work together to increase

the overall lifetime of the hardware (and the spacecraft).

Design Principles Our design is guided by the following

principles.

StorageDRAM

L1

L1

L1CPU

CPU

CPU

L2

Idle
Latchup
Detector

ECC
(Optional) ECC

Job JobJob

Split program
into jobs Efficient

Modular
Redundancy

Program

Replicate jobs
to multiple cores

Flush caches

Reliablity
Frontier (with
ECC DRAM)

Reliablity
Frontier (no
ECC DRAM)

Monitor and
inject quiescence

Figure 3. System design of Radshield. Components are pro-

tected by hardware (yellow) or software (green). A red line

denotes potential reliability frontiers.

1. Runs on unmodified Linux. To facilitate deployment

on standard commodity hardware, Radshield should use a

userspace software-only design that can be run on standard

OSes such as Linux. As many commodity chip suppliers pro-

vide support only for common OSes (e.g. Linux, VxWorks),

engineering and compliance needs often require spacecraft

operators to use unmodified Linux on their target computers.

2. Focus on userspace errors.We focus on protecting

against errors in the computational pipeline in userspace,

and not in the kernel, since the types of applications running

in space spend very little time in kernel space. This is because
space workloads are CPU-intensive, and spacecraft run few

processes at a time, requiring few context switches, thus

incurring low kernel overhead. In all of the experiments

we ran in §4, we found that the amount of time spent in

kernel space is ∼0.01% of the total runtime. Furthermore,

spacecraft operators are reluctant to touch kernel code, as

modifying the kernel can cause unrecoverable boot errors in

space. To minimize the chance of disruption from a kernel

SEU, Radshield is pinned to specific threads with maximum

priority and uses as few kernel calls as possible. Given these

operational restrictions, Radshield is a best-effort mitigation

that minimizes risk from the most vulnerable operations in

spacecraft compute.

3. Efficiency. As power is scarce onboard spacecraft, Rad-
shield should be as efficient as possible, and must incur min-

imal runtime and power usage overhead on applications. As

radiation hits the chip randomly and uniformly, running

faster with a smaller memory footprint is also correlated

with lower risk of failure [54]. Our operators also tend to use

commodity hardware as a way to offload expensive compute

operations from hardened primary flight computers [68].

Thus, we focus on minimizing runtime while ensuring the

correctness of the computation.

4. Immediately deployable. Radshield should require

little integration effort from developers and operators, and

support a wide range of spacecraft workloads.

4
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Target Program Scheduler
Control Linear

Model
Perf Info Linux kernelProcessed

Perf Info Logger

Figure 4. Software design of Radshield’s ILD component.

Per-core instruction Per-core Per-core

completion rate branch miss rate CPU frequency

Per-core bus Per-core Disk read and

cycle rate cache hit rate write IO count

Table 1. List of metrics used in ILD’s linear model.

3.1 ILD: White-Box SEL Detection
The SEL mitigation system of Radshield is ILD (Figure 4),

which detects latchups using current draw and system met-

rics that are available to the OS, and triggers reboots when

an SEL is detected. ILD uses software-available counters to

estimate the computer’s current draw and compare it with

the real, measured current draw, attaining far more accurate

SEL predictions than state-of-the-art techniques. Our main

insight is that to increase prediction accuracy, we detect

SELs only when the spacecraft is in quiescence, where no
workloads are running. We observe that quiescent periods

occur frequently in spacecraft, which run computations very

intermittently, due to intermittent communications with the

ground. In case such quiescence has not occurred naturally,

ILD actively injects short idle periods during long-running

workloads.

False negatives vs. false positives State-of-the-art thresh-

olding solutions are currently tuned for SELs with around

1A of additional current draw. However, previous work on

modern process nodes show that SELs can draw as little

as 0.07A of additional current [45]. Thus, we aim to detect

unexplained increase in current draw at this magnitude. We

note that the cost of a false negative (losing the spacecraft)

far outweigh the cost of a false positive (a spurious reboot),

so our first-order goal will be to minimize false negatives.

Detection time granularity Flight experiments show

that a CPU under SEL takes around five minutes to be dam-

aged by heat. Thus, we set our configurable detection win-

dow for SELs to three minutes by default, which accounts for

false negatives or extraordinary situations where the thermal

headroom may be lower. The naive solution to this issue will

be to simply reboot every five minutes, which guarantees

that any potential SEL will be cleared. However, such an

approach will also prevent long-running jobs from finishing

in a timely manner, making this naive solution untenable.

Current monitoring Most modern spacecraft power sup-

plies already include a device which provides per-component

current draw and voltage information. ILD uses this device to
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Figure 5. Current draw of a matrix multiplication workload

overlaid on CPU frequency and instruction completion rate

on a Raspberry Pi Zero 2 W. This experiment cycles between

using 0-4 CPUs at increasing frequency steps of 100MHz,

and shows a 99.7% correlation between current draw and

CPU usage in a CPU-heavy task.

measure current directly, rather than relying on CPU coun-

ters. This is because CPU counters do not actually measure

current draw, but instead use a pre-programmed multiplier

of the power state and the voltage to report a current es-

timate. These CPU counters are thus useless for detecting

SEL-induced current draw, which do not affect CPU voltages.

Using power consumption to detect SELs As previous

work in detecting anomalous power behavior relies on en-

ergy usage rather than current draw, we must make a dis-

tinction between these indicators. Since energy usage is the

integral of current draw times voltage, subtle increases in

current draw may be overshadowed by noise in the voltage

readings from CPUs switching between power states. En-

ergy usage is also often reported by CPU counters, which as

explained above do not actually measure current draw.

OS-visible metrics to estimate current draw As shown

in Figure 5, compute activity can be measured with CPU per-

formance counters, such as cycles elapsed and instructions

completed per measurement interval. These performance

counters are readily-accessible to userspace programs run-

ning on Linux.

Armed with this observation, we select a set of perf coun-
ters, listed in Table 1, to represent per-core compute load.

These counters were chosen by first creating a random forest

to model current draw, and then selecting themost important

features in the resulting random forest model. We found that

the instruction completion rate, bus cycle rate, and CPU fre-

quency were by far the most correlated with the computer’s

total current draw. Similarly, the branch miss and cache hit

rates reflect DRAM current draw, and the disk read/write IO

reflects the hard disk’s current draw. ILD thus collects these

metrics once every millisecond.

5
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Spacecraft compute load patterns Spacecraft tend to

stay in an quiescent state for the vast majority of the time [22,

69, 70], which we define as the target application not running

or suspended, while normal OS or housekeeping tasks are

still being run. This is because real-world spacecraft tend

to work in bursts due to the unpredictable and short com-

munication windows in space [71]. After each “burst,” the

spacecraft returns to idle until the next set of commands are

received at the next communication window [72, 73].

Only detecting SELs during quiescence As discussed

previously in §3.1, SELs may be very hard to detect at high

CPU loads due to high variance in current draw. ILD ad-

dresses this issue by recording system metrics and detecting

SELs only when the CPU is quiescent. As described in §5,

we use CPU load to determine when the system is quiescent.

Applications may also signal to ILD when they are no longer

processing data and the system is quiescent.

This schemeworks consistently since systemmaintenance

tasks tend to be short and require much less compute than

the payload software, so quiescent current draw tends to

stay relatively constant compared to during the workloads.

For example, the standard deviation during the workload

shown in Figure 2 is 0.96 A, compared to just 0.14 A during

quiescence. This property holds even after heavy workloads

are run, which matches how CPUs work at the architectural

level: as current draw is solely determined by the pipelines

in use, a (correctly functioning) CPU will not have residual

current draw from past computations.

Injecting quiescent time during long jobs To provide a

clean measurement environment for the prediction model

during long-running jobs, ILD injects three-second “bubbles”

of quiescence that temporarily pauses active processes. These

bubbles ensure that SELs can be detected even if they occur

during a workload. If no SEL is detected during a bubble,

ILD institutes a pause period of three minutes, where no

bubbles are injected. Thus, the worst-case overhead adds a

three-second quiescence segment to every 180 seconds of

compute, which is a 3 ÷ 180 = 2% increase in runtime.

Training a model to detect SELs Initially, we tried using

classification algorithms such as naive bayes and random

forest on OS metrics to sort between nominal and SEL states,

but these proved to be computationally expensive and im-

precise. In the end, we adopted a simple linear model which

was both efficient and accurate. This model is trained on

quiescent data including instruction rate, CPU frequency

and cycles elapsed, bus cycles elapsed, branch miss ratio,

cache hit rate, and R/W IOs issued to disk.

Satellite operators typically test programs on an Earth-

based identical copy of the hardware onboard a satellite,

which allows for ILD to be trained before the satellite is

launched. The linear model’s predictions are then compared

to the real-world satellite’s current draw, and a running av-

erage difference is recorded. We experimentally determined

that a >0.055A average difference between real and predicted

currents for more than three seconds was an ideal threshold

for flagging a potential SEL and rebooting. Specifically, a dif-

ference between 0.04A to 0.08A was tested against simulated

datasets in 0.005A increments, and 0.055A presented no false

negative rates while minimizing false positive rates.

Accounting for current spikes ILD must differentiate

between SELs, which incur a permanent increase in current

draw, and compute-induced transient spikes which only last

for a fewmicroseconds, shown in Figure 5. To decrease the ef-

fects of these transient spikes, ILD tracks a rolling minimum

current across the 250𝜇s before and after the measurement.

This lowers the standard deviation of current recordings

during quiescence from .14A to .02A, allowing us to more

effectively target differences of .07A. While this incurs a de-

lay of 2.5ms for each measurement, this delay still orders of

magnitude smaller than our three minute time window for

detecting a SEL.

Larger current spikes on the order of 1A are already ad-

dressed by additional thresholding circuitry available on

most modern spacecraft power supplies in use today [74].

3.2 EMR: Efficient SEU Detector
We now describe EMR, a runtime and programming model

for space applications written in C++, which automatically

manages and optimizes 3-MR and checkpointing.

Example application We observe that typical workloads

run on spacecraft, such as encryption or image processing,

tend to run the same computation across different subsets

of a dataset. As a guiding example, we use a global local-

ization image processing algorithm currently run onboard

a real-world spacecraft, which determines the location of

an object [68]. To do so, every possible N-by-N pixel sub-

set of a large global map is matched against a local map, as

shown in Figure 6. The most optimal matching is then used

to determine a spacecraft’s likely location.

Sequential vs. parallel redundancy An advantage of

running in parallel on one device is that it can reduce the

application’s overall runtime, thus reducing the time window

for an SEU to strike. However, consider the image processing

example: if two cores run in parallel on overlapping data (e.g.

one of them reads block 3 and the other block 4), the shared

part of the two blocks might be loaded in their shared L2

cache. If an SEU impacts the L2 cache, the corruption may

propagate to both cores, causing both to produce the same

incorrect output, while the SDC goes undetected.

To avoid this issue, EMR takes advantage of data access

patterns of common algorithms onboard spacecraft to sched-

ule computations more efficiently than 3-MR. EMR ensures

that data currently being processed by a particular executor
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Figure 6. An image of Mars’ Jezero Crater, with examples

of subimages processed by our use case overlaid.

typedef pair <size_t , void *> DTSSInput;

struct InputData {
vector <DTSSInput > inputs;
DTSSInput output;
bool operator ==( InputData& b);

};

dtss_compute(unordered_set <InputData *> dataset ,
void (* processor)(InputData *));

Figure 7. Snippets of EMR’s user API. The developer pro-

vides InputData structs and the job processing function, and
dtss_compute automates scheduling and execution.

is read independently from an ECC-protected source, pro-

viding the same reliability as 3-MR with a single computer.

Dividing compute into jobs and jobsets EMR requires

an algorithm which runs the same computation on multiple

subsets of the input data. In our global localization use case,

the algorithm runs on every possible cropping of the image,

shown as blocks in Figure 6. Each sub-image is a dataset, a
subset of the data used by one computation. As shown in

Figure 7, a developer using EMR specifies datasets as a set of

memory regions each computation uses as input (Figure 8),

which EMR then automatically replicates as needed.

In EMR, the computation itself is expressed as a job, which
describes a single run of the target algorithm on one dataset.

To better manage conflicts, each job is bound to a core, and as

such each dataset has three jobs associated with it. Therefore,

each dataset would have three associated jobs, one per CPU.

The developer expresses the job as a function, and EMR

automatically handles scheduling these jobs.

To maximize parallelism, EMR finds sets of jobs that can

run simultaneously without reading data directly from non-

ECC protected memory (e.g. the CPU cache). For example,

blocks [5,6,7,8] do not overlap and can be accessed simulta-

neously. On the other hand, EMR cannot schedule jobs using

the red datasets in Figure 6 together (e.g. blocks [3] and [4]),

Memory
Space

InputData

vector<DTSSInput>

vector<DTSSInput>

pair<size_t, void *>
DTSSInput

pair<size_t, void *>

pair<size_t, void *>

Figure 8. Example mapping of InputData structs to mem-

ory regions. Purple and green InputDatas conflict with over-
lapping memory regions.

as they overlap and need to access the same memory dur-

ing their jobs, which means they might share (unprotected)

cached data. We define such intersections as conflicts. Two
jobs are in conflict if any part of their dataset requires the

same memory access. In our example, as any job that shares

even a pixel with another job conflicts with another, each

N-by-N-pixel dataset has up to 𝑁 2
conflicting datasets.

EMR automatically detects overlapping regions in the in-

put structs and assigns them as conflicts. Developers may

also opt to express algorithm-specific conflicts that EMRmay

not detect by writing their own detection function.

Jobs are then grouped into jobsets, which are sets of jobs

that do not conflict. For example, the blue datasets shown in

Figure 6 may compose part of a jobset. By only running one

jobset at a time, EMR ensures that an SEU will only affect

one of the executors. Invalidating the cache of the previous

jobset will then ensure that no cache SEUs will affect the

execution of the next jobset. EMR greedily creates jobsets by

assigning jobs to the first available jobset without conflicts.

Reliability frontier We observe that when ECC is avail-

able, which is always the case on commodity flash storage

and in many cases also in commodity DRAM, it can correct

the vast majority of SEUs. However, some older commod-

ity SoCs that have been deployed into spacecraft, such as

the one Radshield is currently implemented on in space,

do not have ECC DRAM chips [27]. To this end, we define

the reliability frontier as the last layer of a system that has

hardware protections and can be trusted, as shown in Fig-

ure 3. EMR uses this property to assume all data stored on

an ECC-protected medium is protected, and does not need

to be replicated. Thus, only the part of the program that runs

on unprotected hardware needs to be replicated. These are

the CPU pipelines, the CPU cache and the DRAM (when

DRAM ECC is unavailable). Furthermore, if the reliability

frontier is at storage, the page cache must also be cleared

before proceeding to account for potential SEUs in DRAM.

Depending on the reliability frontier, the input data and

program results will either be stored in DRAM or in storage.

The memory or storage overhead of this method should be

easily handled by the host computer, as in the use cases

identified in §4.2, output data of our target programs tend to

7
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Figure 9. The optimal replication scheme for the image

processing use case, where the overall map is shared while

the search image is replicated to minimize cache clears.

be either the same size, or much smaller than the input data.

The overhead will be further minimized by having the same

instance of input data be shared across all three executors.

As all data is ultimately stored within the reliability frontier,

input data and output data will not be affected by SEUs.

While SEU may strike while data is being replicated from

the reliability frontier, this should only affect one of the

executors, allowing the other two executors to outvote the

erroneous one during execution.

We note that some processors also provide ECC in cache,

though not the CPU pipelines. In such a case, EMR simply

reverts to 3-MR, as the data in the shared caches no longer

need to be replicated.

Minimizing cache clears by replication In many space-

craft algorithms (e.g. image processing or encryption), a

common data block such as a target image or encryption

key needs to be shared across all executors. As clearing the

cache in between every single run cancels out the benefits

of parallelization, this common block can simply be repli-

cated locally by each executor in separate memory locations.

This ensures reliability without needing cache clears on the

replicated memory area, as an SDC in one of the replicated

locations would not affect the other two executors.

EMR detects this “common data” by looking for datasets

within the input data with identical pointers and offsets. EMR

then replicates identical elements with a frequency above

some developer-specified threshold across all three executors.

By default, we use a threshold of 0.01 (a data element present

in at least 1% of the input data), which we experimentally

determined to be the most optimal configuration shown in

Figure 9. We evaluate different values for the common data

threshold in §4.2.4.

Runtime implementation During runtime, EMR is be di-

vided into four threads: three executors and one orchestrator.

The orchestrator ensures that worker threads never access

datasets with overlapping regions at the same time, which

may cause corrupted data to be used by multiple workers.

The worker threads receive input jobs and processes them

in order, returning the output data to a shared locationwithin

the reliability frontier. After a job completes, the worker

flushes the cache lines related to that job. As each job in
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Figure 10. ILD’s misdetection rate as latchup current

changes. The false negative rate falls to zero as additional

latchup current increases beyond 5mA.

a jobset accesses a unique memory region, no flushes in a

jobset will overlap. When a jobset completes, all potentially

conflicting memory regions will have already been flushed.

This amortizes the runtime of the cache clears into the exe-

cution time, thus minimizing the total runtime.

EMR reserves a full core, or set of cores, for each executor

instance. Specific core groups are pinned to each executor

instance, thus isolating faults within specific cores to the

related instance. For example, if an SEU occurs within one

core’s ALU, only that instance will produce an incorrect

result. However, as the other two executors will never use

that core, they will still produce the correct result, out-voting

the incorrect result. This design allows for programs to take

full advantage of CPU-specific pipelines such as NEON and

AES, while preserving the correctness properties of 3-MR.

4 Ground Evaluation
Before integrating Radshield into real-world flight soft-

ware, we must first ensure that Radshield works correctly on

the ground. However, real-world testing requires allocating

time on extremely expensive particle beams [25], which still

cannot reliably induce our target errors due to the tiny size

of transistors and imprecision of the ion beam. Thus, our

ground-based evaluation relies on synthetic fault injection

methods to answer the following questions:

Q1: Can ILD accurately detect SELs (§4.1.3)?

Q2: What is the performance impact of ILD (§4.1.4)?

Q3: What is the runtime performance of EMR (§4.2.3)?

Q4: Howdoes the reliability frontier affect runtime (§4.2.4)?

Q5: What is the energy efficiency of Radshield (§4.2.5)?

Q6: How vulnerable is EMR to an undetected SEU com-

pared to 3-MR (§4.2.6)?

Q7: What is the developer overhead of Radshield (§4.2.7)?

4.1 SEL Detection (Q1–Q2)

4.1.1 Experimental setup and workload Our testing

was done on a Raspberry Pi Zero 2 W with a minimal Linux

system running. In order to accurately model usage onboard
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ILD Random Static Threshold
Forest 1.75A 1.80A 1.85A

False negative rate 0.00% 35.0% 38.2% 54.5% 62.1%

False positive rate 0.02% 62.4% 40.6% 34.0% 27.6%

Table 2. Accuracy of ILD in detecting latchups.

spacecraft, non-essential services related to Wi-Fi and Blue-

tooth were disabled. This system exactly matches that of

our LEO SmallSat satellites. An INA3221, connected to the

Raspberry Pi with I2C, was used to measure the system’s

current draw. A potentiometer, a variable resistor, was added

between 𝑉𝑑𝑑 and 𝐺𝑛𝑑 in parallel with the Rasperry Pi. The

potentiometer causes detect additional current draw that the

INA3221 detects, accurately simulating the effects of an SEL.

We tested Radshield’s latchup detection on a real-world

flight software workload [75]. We emulated latchups by in-

creasing the current draw by +0.07A every 30 minutes over

960 total hours. Quiescence was induced every three minutes

to allow ILD to sample the quiescent current.

4.1.2 Baselines We use two baselines for latchup detec-

tion described in §2.1: (a) static current thresholds, and (b) a

naive ML approach [30]. A static threshold was set to various

current draw levels based on quiescent current draw. The ML

approach uses a random forest classifier trained on current

draw under emulated SEL and during quiescence. Note that

this model treats the system as a black box and is trained

solely on current draw and not on performance counters.

4.1.3 LatchupDetection Accuracy (Q1) Table 2 presents
our results on the latchup detection workload. ILD achieves

a 0% false negative rate, or in other words, no latchups were

missed by ILD. Compared to other ML methods for latchup

detection, ILD is far better at detecting SELs due to its use

of system metrics. As the other methods were trained solely

on current draw and have no temporal element [30], they

cannot distinguish transient high currents from SELs.

We ran a second experiment where ILD was given one

minute of increased power draw between +0.01A to +0.1A

in increasing order, and every SEL detection trigger was

counted. As shown in Figure 10, ILD incurs no false nega-

tives as long as the additional current draw incurred by the

SEL is over 0.05A. This is well below the minimum experi-

mentally measured SEL current of 0.07A [45]. Thus, ILD is

very unlikely to misclassify a SEL and damage the spacecraft.

Furthermore, as shown in Table 2, ILD experienced a false

positive rate of only 0.15% over 960 hours of testing. Thus,

in production, we expect to see one spurious reboot due to a

false SEL alarm every 22 hours. As most spacecraft tend to

stay in quiescence for a large portion of each day [69], from

our conversations with operators an additional reboot daily

is acceptable for most missions, given that the alternative is

irreversibly damaging the spacecraft.

Measurement Overhead Reboot-Only Overhead

+72 seconds / hr + 72.91 seconds / hr

Table 3.Worst-case overhead of ILD per hour of compute

when all quiescent periods are induced and when a false

positive reboot is triggered.

Reliability Scheme Relative Area Protected

None 0%

Unprotected parallel 3-MR 75%

3-MR 100%

EMR 100%

Table 4. Relative protected circuit area for our reliability

schemes, based on die areas on a Snapdragon 845.

4.1.4 Performance Impact (Q2) During testing, ILD’s

overhead while under load increased runtimes of representa-

tive applications on average by 3% due to induced quiescence.

Additional CPU usage during quiescence was not recorded,

showing that ILD’s overhead is comparable with other com-

mon system maintenance tasks. ILD’s worst-case overhead,

when bubbles are always induced, is shown in Table 3.

4.2 SEU Mitigation (Q3–Q7)

4.2.1 Experimental Setup and Baselines We test the

energy usage and runtime of EMR compared to two baselines:

sequential 3-MR, and an “unprotected” parallel 3-MR that

does not clear the cache. Unprotected 3-MR does not protect

against SEUs in the shared cache, leaving about 25% of the

die area (see Table 4) vulnerable to errors. Unprotected 3-

MR acts as a benchmark to measure how far EMR is from

“optimal” performance. By default, unless stated otherwise,

we assume the device under test has ECC DRAM.

4.2.2 Workloads As shown in Table 5, our testingmethod-

ology for EMR centers on five use cases commonly found

onboard modern spacecraft [9, 17, 22, 71, 76]. These work-

loads exercise a range of compute pipelines and job conflict

styles. For example, the DEFLATE algorithm in our com-

pression benchmark relies on data from the block directly

preceding it, whereas the AES-256-ECB encryption bench-

mark only uses data from the block being encrypted. We

also test various math pipelines, including SSE2 in our image

processing use case and AVX2 for our DNN benchmark.

These tests replicate memory if it is used in 1% or more of

input data across jobs, resulting in the replication strategies

listed in Table 5. §4.2.4 describes howwe found this threshold

to be optimal across different use cases.

The image processing benchmark was run on a flight-

tested mobile ARM processor [68], while all other workloads

were run on a flight-tested x86 CPU [77].
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Worload Library Replication Strategy

Encryption OpenSSL Replicate key

Compression Zlib No replication

Intrusion detection RE2 Replicate search pattern

Image processing OpenCV Replicate match image

Neural networks N/A Replicate model weights & biases

Table 5. List of tested workloads, along with the correspond-

ing state-of-the-art library used and optimal replication strat-

egy for each workload.
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Figure 11. Relative runtimes of serial 3-MR and EMR on

the DRAM reliability frontier, normalized to an unprotected

parallel 3-MR baseline.
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EMR and 3-MR on both DRAM and disk reliability frontiers.

4.2.3 Performance (Q3) Figure 11 compares the runtime

of EMR to 3-MR, normalized against unprotected parallel

3-MR. EMR runs significantly faster than protected 3-MR in

all workloads, as EMR multithreads compute and amortizes

cache clears. However, both approaches are slower than

the unprotected parallel 3-MR, since they clear the cache

between jobsets. EMR’s slowdown is also relatively modest:

7–77% higher compared to the unprotected baselines.

Figure 12 compares the runtime of EMR and 3-MR on the

DRAM and disk frontiers using the encryption workload.

The results show that 3-MR is consistently slower than EMR

across both frontiers, and the runtime difference is more

Operation 3-MR EMR
Disk Read 1.8s 0.6s

Memory Allocation 0.7s 0.7s

Compute 2421s 987s

Cache Clear 22s 30s

Total Runtime 2,514s 1,019s

Table 6. Runtime of image processing algorithm with a

DRAM reliability frontier, divided by operation.

pronounced as input size increases. While it is much slower

to have the reliability frontier to be on storage rather than

DRAM, EMR is still significantly faster than 3-MR.

4.2.4 Impact of Replication (Q4) We tested EMR’s per-

formance on three of our workloads that access the same

memory locations across many jobs (e.g. the encryption

key discussed in §3.2) while varying the threshold for which

memory gets replicated across jobs. The results shown in Fig-

ure 13. 0% replication amounts to serial 3-MR, as the shared

portion of each dataset cannot be accessed simultaneously,

leading to all jobs conflicting. Similarly, 100% replication is a

fully-protected version of parallel 3-MR consuming 3× more

memory. These tests were selected as they vary in both con-

flict graph density and amount of shared data. We see that

each use case has a “sweet spot” that minimizes runtime and

memory usage. For example, the image processing workload

worked best when the full image is not replicated, but the

image to be matched was. Similarly, encryption worked best

when the data was shared, but the key was replicated.

4.2.5 Energy Efficiency (Q5) Figure 14 shows the energy
consumption of Radshield with DRAM ECC. We compare

3-MR to EMR only, and Radshield, which includes both EMR

and ILD running together. Encryption and packet process-

ing workloads show the lowest relative energy usage, while

DNNs in EMR draw more energy than in 3-MR. This is be-

cause DNNs require more cache clears to avoid jobset con-

flicts. Thus, conflict count in a program is correlated with

energy usage. ILD’s energy overhead is minimal, with only

a marginal increase compared to running EMR only.

4.2.6 Vulnerability to SEUs (Q6) The window of vulner-

ability method introduced by Borchert et al. [54] provides an

estimate of vulnerability to radiation in a uniform radiation

environment. Essentially, the chance that a SEU impacts a

running application is proportional to the area of the target

chip is multiplied by the runtime of the application. For the

image processing use case, the runtime of EMR is 40% the

runtime of 3-MR (Table 6), but about twice as much die area

on our ARM chip is active during EMR, as outputs are repli-

cated in memory. Thus, the chance a SEU occurs during EMR

in a uniform radiation environment is 0.4 · 2 = 80% of the

chance a SEU occurring during the same application in 3-MR.

Furthermore, as shown in Table 6, 96% of the runtime is spent

in compute, where EMR will mitigate SEUs. Similarly, SEUs
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Figure 13. Impact of size of replicated portions on program memory and runtime in EMR.
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Scheme Corrected No Effect Error SDC

None 0 8 9 3

3-MR 3 16 1 0

EMR 2 17 1 0

EMR + MBU 2 8 0 0

Table 7. Results of fault injection into our OpenCVworkload

with EMR, 3-MR, and no redundancy.

during the 3% of runtime spent on memory allocation and

cache clears will result in application-visible errors, leaving

just the 0.06% of time spent on disk reads vulnerable.

To test this, we ran a synthetic fault injection test on our

image processing workload 20 times for each redundancy

scheme using a GDB-based fault injection tool [36]. SEU(s)

were randomly injected within the runtime of the program,

following a uniform distribution based on each component’s

runtime and memory overhead. To simulate MBUs, two bits

were randomly flipped instead. As discussed in §3, SEUs

were not injected into the kernel memory, but covers the

memory space of the executors and the orchestrator. EMR

and 3-MR did not incur SDCs, as shown in Table 7. This is

because the window of vulnerability in these schemes lies

only in the final comparison of the executor outputs, which

takes a minuscule amount of time compared to the compute.

However, in one case for both EMR and 3-MR, a pointer in a

Operation Net line change

Encryption 8

Compression 6

Image Processing 7

Packet Matching 9

DNN 9

Table 8. Code changes required to implement EMR on dif-

ferent workloads from a 3-MR implementation.

job being sent to an executor was corrupted and resulted in

segfault, which we define as a detected error.

We did not simulate error injection into the cache, as

our fault injection tool is based on QEMU, where the mem-

ory model is a “pool” of memory instead of a multi-level

cache. Though we simulate the cache by tracking memory

accesses in QEMU, fault injection into locations currently in

the “cache” would also modify the associated memory value.

A possible alternative was to use an architectural simulator

such as Gem5 [78], but such simulators are very slow (it

takes about 15 minutes to just boot Linux with Gem5).

4.2.7 Developer overhead (Q7) We note that EMR does

have a slight development cost in that a developer must

integrate this library, while 3-MR can be implemented with

a simple loop. However, if code was written in a way that

allows for the repeated computation to be easily extracted,

only minimal changes are required to implement EMR, as

shown in Table 8. Many of these changes actually simplify

the code, as EMR handles a significant amount of setup code

for developer. In fact, the most significant developer effort is

in labelling input and output data for EMR to resolve.

5 Real-World Deployment in Space
We now describe our experience deploying Radshield on-

board two active spacecraft. ILD runs in observational mode

(without yet the ability to reboot) onboard an LEO SmallSat

mission running Raspberry Pi Zero 2 W. EMR also protects

a Snapdragon 801-based coprocessor [76] onboard a Mars

rover. While these missions represent both ends of the cost

spectrum, they share common deployment challenges.

As radiation errors tend to strike randomly, it is hard to

regularly test Radshield after its been deployed. For example,
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a two-hour run of a custom tool designed to detect SDCs

onboard the flagship mission on Mars did not encounter any

SEUs. Due to operational concerns that result in low active

time for these programs, neither deployment has detected a

radiation error yet. However, the Radshield implementation

of the global localization algorithm deployed on Mars, and

described in §3.2, only uses 26% of the runtime of the non-

parallel, radiation hardened approach [68].

Increased visibility into radiation errors After an SEU

occurs, its effects range from simply being overwritten to

causing significant, irreparable damage to the spacecraft.

Operationally, this wide range of possible effects makes it

hard to narrow down a failure to an SEU. For example, on a

compute element onboard our flagship mission that did not

implement EMR, we can only detect SEUs during analysis of

downlink data, where checksums do not match. In contrast,

as EMR’s executors “vote” on a correct solution, it is much

quicker to isolate SEUs in an EMR system, as disagreements

between executors are detected at the next comparison stage.

Similarly, it was difficult to conclude that SmallSats were

damaged by latch-ups, as the commodity computer simply

stops responding after burning out. A radiation-hardened

monitoring chip also onboard the SmallSat was used to diag-

nose the SEL, as all components other than the commodity

computer worked correctly. To this end, we designed ILD

to provide additional insight into these errors by recording

fine-grained telemetry which allows ground operators to

definitively trace a potential issue to a SEL.

Data collection efforts This work marks the start of a

multi-year data collection effort. We aim to provide the aca-

demic community with a public dataset of these errors, along

with traces and descriptions of the effects of each error on the

mission. While some of the data must be redacted due to the

sensitivity of our collaborators’ missions, we hope that the

data collected on these errors will provide additional insight

into how systems behave in high-radiation environments.

6 Conclusions
Renewed interest in space exploration has led to a surge

in new spacecraft missions, resulting in quickly-developing

constellations of LEO satellites. As spacecraft need to run

demanding workloads such as image processing, network

functions, and advanced navigation, operators are increas-

ingly relying on commodity hardware. However, these chips

are susceptible to potentially mission-ending radiation er-

rors, which has incurred significant monetary losses.

We introduce Radshield, the first software-only radiation

error mitigation system. The key idea behind Radshield is to

treat the software running on the hardware as a white-box,

allowing Radshield to detect 1.5× more SELs than threshold-

ing. Radshield also protects against SEUs just as effectively

as 3-MR, with up to 70% less runtime and energy. Radshield

is currently deployed onboard two real-world spacecraft at

both ends of the cost spectrum: a low-cost SmallSat in low-

Earth orbit; and a flagship science mission on the Martian

surface. This is but the first step in providing software-based

fault tolerance in space; indeed many challenges remain. We

hope that by enabling commodity hardware to operate safely

and reliably in space, we can lower the barrier of entry for

spacecraft operations and democratize space exploration. In

this spirit, we will open source Radshield’s code and experi-

ments.
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